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Introduction
To this day, seamless accessibility of local or cloud hardware for high coordinate cluster sweep operations on hundreds of simultaneously
performance computing as well as time consuming workflows running cloud-based machines, such that related workflows can be
involving sequencing and orchestration of available hardware for accelerated by factors potentially beyond 100. Advantages of
multiple simulation runs, remain limiting factors within the field of significantly more CPUs available in the cloud not yet considered.

Multiphysics simulation-based engineering.
A validated case is made for the considerable potential of the novel

The cloudCompanion tackles these issues as an add-on app — directly cloud computing technology, enhancing productivity, output, data-
out of well-established simulation workflows. A particular specialty of density as well as insights gained by applying COMSOL Multiphysics® in
the novel solution is its parameter study capability — the ability to both industry as well as in academia.
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Figure 1. Left: selected app screenshots, Middle: applied Ttocal(1) Ttocal(1)

workflow, Right: computing times for example & parameter run Hardware 2 CPU: of Intel i9-12900H (local), AMD EPYC Milan 3G 7B13 (cloud)
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In the current setup, the waiting time t,,,;; = 6s was measured and oo et mrcun| x o T
the mean of ten 1x1 runs 1 for the single case duration was taken — N e s
resulting in T€°%4(1) = 345.35s and T'°¢?!(1) = 40.05s. | 7% e 9y R4 I8 M5 a2 M
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It also becomes apparent that the potential time savings increase e — R T e
significantly when choosing cases with longer local reference P — S KT FTLL 5 e s o1 o
computation time. This is sketched in Fig. 2 by RTC/RTL 10 & 100 v e RO RO Y %RSD 05 042 003 013
where assumed reference times T¢°4%(1) & T'°¢%(1) are T e T
increased by factors of 10x/100x respectively. Figure 2. Left: relative computation times for local/cloud

(RTL/RTC) & speedups. Right: n=1 prediction model validation
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